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ABSTRACT: Ab initio surface hopping dynamics calculations
were performed to study the photophysical behavior of cytosine
and guanine embedded in DNA using a quantum mechanical/
molecular mechanics (QM/MM) approach. It was found that the
decay rates of photo excited cytosine and guanine were affected in
a completely different way by the hydrogen bonding to the DNA
environment. In case of cytosine, the geometrical restrictions
exerted by the hydrogen bonds did not influence the relaxation
time of cytosine significantly due to the generally small cytosine
ring puckering required to access the crossing region between

excited and ground state. On the contrary, the presence of hydrogen bonds significantly altered the photodynamics of guanine.
The analysis of the dynamics indicates that the major contribution to the lifetime changes comes from the interstrand hydrogen
bonds. These bonds considerably restricted the out-of-plane motions of the NH, group of guanine which are necessary for the
ultrafast decay to the ground state. As a result, only a negligible amount of trajectories decayed into the ground state for guanine
embedded in DNA within the simulation time of 0.5 ps, while for comparison, the isolated guanine relaxed to the ground state
with a lifetime of about 0.22 ps. These examples show that, in addition to phenomena related to electronic interactions between
nucleobases, there also exist relatively simple mechanisms in DNA by which the lifetime of a nucleobase is significantly enhanced

as compared to the gas phase.

B INTRODUCTION

In the last decades, impressive progress has been achieved in
the understanding of the photodynamics of nucleic acids. The
experimentally observed ultrafast excited state relaxation of all
five naturally occurring nucleobases' ™ has been explained by
internal conversion via conical intersections.” *® The excited
state behavior of nucleobases embedded within the DNA or
RNA structure is, however, much less understood. The complex
behavior of their excited state decay made it difficult to resolve
the relaxation mechanisms in molecular detail. It has been
shown in several experimental studies that the decay properties
of nucleic acids in DNA depend on the base sequence and the
conformation.**® 2% In contrast to isolated nucleic acid bases in
gas phase and water, where conversion to the ground state
occurs on picosecond or subpicosecond time scale, the
relaxation of nucleobases in DNA ranges in the picosecond
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and up to hundreds of picoseconds time scale. On the basis of
the experimental observations, it has been suggested that in
addition to excited states localized on single nucleobases also
delocalized exciton and excimer/exciplex complexes are
responsible for nonradiative relaxation of nucleic
acids.'”*"***73% Static quantum chemical calculations which
can provide information about the character of excimer/
exciplex complexes and the influence of both, inter- and
intrastrand interactions within the DNA helix**™*® support
these suggestions. The relaxation mediated by a proton-transfer
within base-pairs was suggested also.*” The role of the second
strand, and consequently this type of relaxation mechanism,
was, however, lately questioned by Crespo-Hernandez et al”?
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Static calculations as discussed above cannot, however, give
the final decision about the relaxation mechanisms and their
time scales. For that purpose, photodynamical simulations need
to be performed.”****°=%¢ Despite the relatively large number
of theoretical investigations devoted to the study of interactions
of nucleic acid bases in their excited states, a comprehensive
understanding of these phenomena is still lacking.

The formation of excitons and excimers/exciplexes described
above results from the electronic interaction between
nucleobases. In addition, the surrounding DNA environment
can influence the mobility of a nucleobase also by steric and
Coulombic effects. Hydrogen bonding plays a major role in this
respect as well. This environmental effect has been investigated
recently in our group by means of quantum mechanical/
molecular mechanical (QM/MM) nonadiabatic surface-hop-
ping simulations of the adenine model 4-aminopyrimidine
(4AP) as QM part using a complete active space self-consistent
field (CASSCF) approach. 4AP was embedded into a nearest-
neighbor nucleobase environment (MM) in order to study
interactions occurring in single and double stranded B-DNA,
respectively.’”*® Only a small overall elongation of the total
relaxation time was observed as compared to the photo-
dynamics of the isolated 4AP. The excited state relaxation was
found to proceed mainly via a conical intersection characterized
by a puckering of a ring CH group,” which had no direct
involvement in hydrogen bonding. The photodynamics of a
single adenine embedded in (dA),, and (dA),-(dT)o
oligonucleotides has been investigated also by means of the
semiempirical orthogonalization model (OM2) method.*® An
increase of the decay time by about an order of magnitude as
compared to adenine relaxation in vacuo or in water was found.
In this case, the decay is characterized by out-of-plane motion
of the adenine NH, group. Besides the methodological
differences in the two dynamics simulations leading to different
reaction pathways, these examples show that the photo-
dynamics of individual nucleobases may be quite differently
influenced by the DNA environment. The effect of DNA
structure on the relaxation pathways of adenine was also
investigated by Conti et al. who suggested that the sterical
hindrances create a barrier on the paths toward the conical
intersection.*®

The present investigation is dedicated to the study of the
influence of the DNA environment on the photodecay
dynamics of nucleobases using an extended structural model
of a DNA dodecamer (Figure 1). The DNA fragment chosen in
this study is a frequently used standard DNA model, which has
been selected as a representative example to investigate the
environmental effects on the ultrafast photodynamics in DNA.
As target compounds for the photexcitation, the nucleobases
cytosine and guanine of a Watson—Crick pair have been chosen
where, similar to the above-mentioned cases of 4AP and
adenine, only one of the two components is treated quantum
mechanically at a time. On-the-fly surface hopping dynamics
simulations are performed combining a flexible ab initio
description of the QM part with an efficient MM representation
of the DNA and the water environment."®*”** Since in the
present approach the electronic excitations are confined to a
single base of cytosine or guanine, processes such as exciton or
excimer/exciplex formation or charge transfer will not be
included in our dynamics setup. However, it can still provide an
interesting view on the influence of the DNA environment on
the photophysics of individual nucleobases.

Figure 1. The d(CpGpCpGpApApTpTpCpGpCpG) DNA dodeca-
mer solvated with water molecules and neutralized by K' ions.
Cytosine (in red) or guanine (in green) is treated at ab initio level

(QM part).

B COMPUTATIONAL DETAILS

On-the-fly surface hopping nonadiabatic dynamics simulations were
performed to study the photophysics of guanine and cytosine
embedded in the solvated DNA dodecamer using a combined
quantum mechanical/molecular mechanical (QM/MM) approach as
described in refs 61—63. The entire system consists of the
d(CpGpCpGpApApTpTpCpGpCpG) dodecamer (see Figure 1), a
standard model of DNA, solvated by water molecules and neutralized
by K' ions with additional K" and CI” ions included to mimic
physiological conditions. The QM part was confined to a single base,
guanine and cytosine, respectively, while the remaining system was
treated at the MM level. The QM methods were identical to those
used in the previous studies on isolated guanine and cytosine,***® that
is, the complete active space self-consistent field (CASSCF) and the
multireference configuration interaction level including single
excitations (MR-CIS) for cytosine and guanine, respectively. The
choice of the methods was based on a detailed investigation of the
reliability of methods for the description of potential energy surfaces
(PESs) for excited states by comparison with more advanced methods
and experiments of isolated species (see refs 64, 65) In the case of
guanine, higher correlation effects need to be included to obtain a
correct ordering of states. Details are given in the section SL1. of the
Supporting Information. Analytic gradients and nonadiabatic coupling
vectors necessary for the dynamics were calculated as described in refs
66—69. The 6-31G* basis set’®”' was used throughout the
calculations. The MM part was treated at the empirical Amber
Parm99 level.””® Details about the electrostatic embedding scheme®'
are given in Supporting Information.

The initial conditions for dynamics simulations were generated
according to the scheme given in the ref 61. Its purpose is to generate
a Wigner distribution for the QM part as in the gas phase calculations
and to combine it with sampling a classical dynamics for the MM
environment. The procedure is described in detail in section SL1. of
the Supporting Information.

The distribution of electronic states in which the trajectories were
initiated followed closely the procedures adopted for isolated
guanine® and cytosine.** The selection of initial conditions based
on the energies and oscillator strengths was applied to isolated guanine
and cytosine, that is, QM part only. For guanine, the trajectories were
initiated in the energy window around the calculated band maximum
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(5.62 + 0.25 eV) with a propagation time of 0.5 ps. The dynamics was
performed with 38 and 15 trajectories starting in the S, (77z*) and S,
(nm*) states, respectively. The cytosine dynamics (propagation time
1.2 ps) was initiated in the excitation energy window 5.25 + 0.25 eV,
with 12, 30, and 6 trajectories started in S,, S, and S; states,
respectively. Concerning resulting changes of the energy distribution
due to the embedding into the DNA environment see the histograms
of the initial state energies (Figure S1 of the Supporting Information)
and the discussion below. On-the-fly ab initio surface hopping
dynamics simulations were performed using Tully’s surface hopping
approach.*>”* Details of the dynamics simulation setup are given in
Supporting Information.

The structures found in the course of the dynamics were analyzed in
terms of the Cremer-Pople parameters’® using Boeyen’s classification
scheme.”® Following this analysis, the degree (Q) of puckering is a
measure of the deviation from planarity, in particular Q = 0 A indicates
planar structures. During the dynamics, the formation and breaking of
intra- and interstrand hydrogen bonds, respectively, were monitored.
For this purpose, we identified interstrand hydrogen bonds by
O(N)---H distances with up to 2.5 A.

The QM/MM surface hopping dynamics calculations were
performed with the program package NEWTON-X®*®* using a
module including the QM/MM approach® extended by a link atom
procedure. For the QM calculations, the COLUMBUS program
system’”~”® was employed.

B RESULTS AND DISCUSSION

Conical Intersections and Hopping Structures. All sets
of experimental investigations agree that in the gas phase the
cytosine relaxation takes place within 1—3 ps."*>*° Guanine
has been reported to decay significantly faster within less than
0.5 ps." In the theoretical studies of the photophysics of isolated
cytosine, three different types of conical intersections between
the S, and S, states were reported.'>'¢4>81=91 Following the
notation of ref 64, they are characterized as semiplanar, oop-
NH, with a strong out-of-plane deformation of the amino
group and C6-puckered. Nonadiabatic dynamics simulations
show®® that 68% of trajectories decay via semiplanar conical
intersections (Figure 2a), and about 7% and 8% decay via oop-
NH, and C6-puckered structures, respectively. The remaining
17% of trajectories did not relax within the 1.2 ps simulation
time.

For guanine, two types of conical intersection structures were
found, possessing either a strong puckering at the C2 atom (for
atomic numbering see Scheme 1) connected with out-of-plane
displacement of the amino group'*®>™%° (ethylenic®® conical
intersection) or a puckering at the C6 atom and out-of-plane
displacement of the oxygen atom'***** (00p-0).%° In surface
hopping dynamics simulations,® the majority of hopping
structures (95%) were found to be of ethylenic character (Figure
2b).

The extent of ring puckering is quantified in Table 1 where
the Q values of the Cremer-Pople puckering parametrization
are collected. The data demonstrate that the relaxation process
in the gas phase requires strongly puckered structures for
guanine, while relatively small distortions from ring planarity
were observed during the dynamics of cytosine. About 20% of
trajectories of isolated photoexcited cytosine relaxed to the
ground state at structures with Q parameter smaller than 0.15 A
and the majority of hopping structures were characterized by Q
parameter smaller than 0.3 A. In contrast thereto, much larger
puckering was required for guanine to relax to the ground state.
Alzcs)ut 60% of hopping structures have a Q value larger than 0.6
A

Figure 2. Dominant conical intersection structures: The semiplanar
conical intersection of cytosine (a) and the ethylenic conical
intersection of guanine (b).

Scheme 1. Numbering Scheme of the Cytosine—Guanine
Base Pair

g H "
cytosine guanine

Table 1. Q Values for Ring Puckering Computed for the S,/
S, Hopping Structures of the Deactivation Dynamics of
Cytosine and Guanine in the Gas Phase and Embedded in
DNA

Q)
cytosine guanine
Q <015 Q < 030 Q<03 Q<06
Isolated” 20% 84% 0% 40%
Embedded 60% 94% N/A N/A

“Refs 64, 65.

A similar situation is found in the QM/MM dynamics. When
cytosine is photoexcited within the DNA structure, the hopping
structures show a large variety of conformations, but all
characterized by a low degree of ring puckering with Q values
not larger than 0.3 A. About 60% even have values smaller than
0.15 A. Only 3 trajectories (6%) show hopping structures with
puckering larger than 0.3 A.

In case of guanine, significant ring puckering was observed
during the QM/MM dynamics. However, only few con-
formations with above-mentioned NH, out-of-plane displace-
ment of the ethylenic conical intersection were found. The
structures which occurred at the few (four) hoppings observed
in total during the entire simulation time are characterized by a
puckering at the C6 atom.
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Hydrogen Bond Dynamics in the Excited State. The
importance of the intra- and interstrand hydrogen bond
dynamics for the photodynamics of DNA has already been
discussed in the Introduction. Formation of intrastrand
hydrogen bonds of the electronically excited nucleobase with
nearest neighboring stacked base and breaking interstrand
hydrogen bonds in a Watson—Crick base pair has been shown
for 4-aminopyrimidine (used as model for 9H-adenine) to be
an important theme during the photodynamical relaxation
process.””*® The distribution of intra- and interstrand hydrogen
bonds sampled over all trajectories of the present simulations
with full DNA environment is shown in Figure 3 for embedded
cytosine and in Figure 4 for embedded guanine, respectively.

In the case of the photodynamics of cytosine (Figure 3b), the
interstrand hydrogen bonds are those expected from the
Watson—Crick base pair. Those involving the proton acceptor
atoms N3 and O (Scheme 1) show a narrow distribution of
bond lengths with maxima around 2 A. On the other hand, the
interstrand bond formed by the NH, group displays a broad
distribution indicating a larger flexibility of this group. In the
ground state (Figure 3c), the NH, interstrand bond is much
less flexible with a maximum bond length of ~2.4 A. The
intrastrand hydrogen bonding was monitored between the
hydrogen atoms of the NH, group of cytosine and the O atoms
of the carbonyl group of adjacent thymines. Their distribution
is broad with maxima at ~3.5 A and larger. The same types of
intrastrand hydrogen bonds are observed also in the ground
state dynamics, although their distributions are somewhat
narrower than those for the excited state. Analyzing the
hopping structures with respect to hydrogen bonding shows
that in 11% interstrand bonds are broken and in 13%
intrastrand bonds are formed. As expected, the breaking of
the interstrand hydrogen bonds occurs almost exclusively
between the amino group of cytosine and oxygen of guanine.

For embedded guanine, Figure 4 shows narrow distributions
of all three intermolecular (Watson—Crick) hydrogen bonds
both in ground and excited states. Two intrastrand hydrogen
bonds were formed both resulting from interaction of H atoms
of the guanine amino group (distribution maxima at 3.0 and 3.5
A, respectively) with one nitrogen of the adenine above. This
interaction is noteworthy since exactly this NH, group is
required to make out-of-plane torsions for guanine accessing a
conical intersection. Two out of five trajectories which relax to
the ground state have one interstrand hydrogen bond broken.
The consequences of the rigidity of the hydrogen bonding for
the cytosine and guanine dynamics will be discussed below.

Time Constants. The time evolution of the ground state
and excited state population of cytosine embedded in DNA is
shown in Figure S. The same fitting procedure was used as for
the isolated cytosine before.** The ground state population was
fitted biexponentially with a three-parameter function

f(O) =1 —aexp(~t/5) — (1 - a)exp(—t/1,) 1

where ¢ is the simulation time and 7, and 7, are time constants,
a is the fraction of population which decays with time 7; and (1
— a) is the fraction following the path with the decay constant
7,. The nonrelaxed trajectories were assumed to deactivate
within the exponential decay 7,. While in case of isolated
cytosine 17% of the trajectories did not relax to the ground
state within the simulation time 1.2 ps, only 7% of trajectories
stayed in the excited state within the same simulation time in
case of embedded cytosine.
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Figure 3. Structure of embedded cytosine with definitions of
interstrand (d1—d3) and intrastrand (d4—d7) hydrogen bonds (a).
Distribution of hydrogen bond distances during the cytosine dynamics
in (b) the excited and (c) the ground state.

Applying this fitting procedure also for embedded cytosine
(Table 2), 21% of the population decays with a time constant 7,
of 12 fs and 79% of the population decays with a constant of
0.48 ps. Similar results were obtained for isolated cytosine (see
Table 2) with the slower decay component being by about 0.2
ps larger than for embedded cytosine. The lifetime averaged
over the initial populations is 0.38 ps in the present case,
somewhat smaller as compared to the 0.58 ps obtained for
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Figure 4. Structure of embedded guanine with definitions of
interstrand (d1—d3) and intrastrand (d4,dS) hydrogen bonds (a).
Distribution of hydrogen bond distances during the guanine dynamics
in (a) the excited and (b) the ground state.

isolated cytosine. This decrease is likely to be the consequence
of a shift of excited states to somewhat higher energies in
embedded cytosine (see Figure S1 in the Supporting Material).

In the gas ghase dynamics simulations previously performed
for guanine,” the S, state was depopulated within 20 fs. The
following relaxation from S; to the ground state occurred in
about 0.22 ps. In the dynamics of guanine embedded in the
DNA double strand, a fast depopulation of the S, state and a
corresponding increase of the population of S, state are
observed also. However, in strong contrast to the gas phase
results, the relaxation from S, to S, becomes very slow in the

Occupation

x T 3 T X T ¥ T X, T ud 1
0 100 200 300 400 500 600
Time(fs)

Figure 5. The time evolution of the population of the S, S,, S, and S;
states of cytosine.

Table 2. Fitting Parameters for Cytosine and Guanine
Relaxation after UV Excitation in the Gas Phase and
Embedded within DNA Structure

cytosine guanine

7 (ps) a 72(ps)  1-a 7 (ps)

Isolated” 0.013 0.16 0.688 0.84 0.224
Embedded 0.012 0.21 0.480 0.79 >0.5”

“Ref 64, 65. “Less than 9% of the trajectories relaxed to the ground
state within the 0.5 ps.

embedded case. In fact, only 9% of trajectories relax into the
ground state within the simulation time of 0.5 ps despite the
fact that in case of embedding the initial excitation energies
were even found to be larger than for the isolated system.
Hydrogen Bond Restraints and the Decay Dynamics.
What is the reason for the completely different behavior of
photoexcited guanine embedded in DNA as compared to the
gas phase whereas cytosine shows the same behavior in both
cases? The explanation lies in the different structural character-
istics of the decay pathways. As has been discussed above, in
case of cytosine, the nonadiabatic deactivation proceeds via
relatively modest ring puckering. Even though the interstrand
hydrogen bonds, with one exception, do not show any
significant flexibility during the course of the dynamics, this
fact does not restrict the rather indiscriminate decay
mechanism of cytosine. As a result, a similar dynamics behavior
in gas phase and in DNA is observed. It has been shown
previously that the populations of deactivation channels
strongly depend on the details of the computational level
used for simulation studies.***>°" Although studies performed
at CASSCF level using a larger active space show the
semiplanar conical intersection as the most frequently
used,** the other channels of zz* character are predicted
to become important when higher correlation effects are
included in the calculations.®* Thus, other conical intersections,
including the oop-NH, conical intersection could become more
important. As shown in Figure 3a, the hydrogen bond to the
NH, group of cytosine is quite flexible during the excited state
dynamics. Thus, this reaction channel will not be affected
significantly by embedding of cytosine within DNA. The two
other conical intersections discussed (C6-puckered and oop-
0)®* are not expected to have a significant effect either. In case
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of the Cé6-puckered MXS, the largest structure deformation on
the C6 atom is not directly involved in interstrand hydrogen
bonding, and the oop-O MXS is relatively high in energy even if
higher correlation effects are included.

The situation is quite different for guanine where the out-of-
plane bending of the amino group (ethylenic conical
intersection) plays an important role for the photodeactivation.
The even more pronounced rigidity of the hydrogen bonds in
this case, in particular the interstrand bonds, significantly
restrict the out-of-plane motion of the NH, group and thus
block the deactivation path to the ground state. Sobolewski and
Domcke® investigated the reaction paths of excited state
proton transfer for cytosine—guanine base pair and predicted
the same effect of interstrand hydrogen bonds. A similar
situation concerning the out-of-plane bending of the NH,
group has been found also in the OM2 dynamics of embedded
adenine.” This situation can be compared with simulations
performed for isolated 4AP and 4AP embedded in a single
strand.” For the isolated 4AP, 20% of trajectories decay via this
channel and only 11% in case of the single-strand embedded
4AP. This indicates that the stacking forces also contribute to
the steric hindrance of the motion of this group, but probably
to a smaller extent than the interstrand hydrogen bonds as the
narrow distributions of interstrand hydrogen bonds for guanine
(Figure 4a) show. In view of these detailed mechanistic findings
relating to the photoactivity of a single nucleobase within DNA,
it should be noted, however, that these results were obtained
under neglect of electronic coupling between different
nucleobases. To explain the mechanism of the formation of
long-lived excited states observed experimentally for single- and
double-stranded DNA, these interactions need to be included
in the computational model.

Bl CONCLUSIONS

The photophysical behavior of cytosine and guanine embedded
in DNA has been investigated by nonadiabatic dynamics
simulations at the multiconfigurational ab initio level. A state-
averaged CASSCF(14,10) approach including four electronic
states and MR-CIS calculations including four electronic states
were used for describing the dynamics of cytosine and guanine,
respectively. The QM/MM approach used in this study
accounts for sterical constraints, Coulomb interactions and
effects of hydrogen bonding of the DNA environment on the
excited state relaxation of an individual nucleobase species.

The dynamics simulations show remarkable differences in the
influence of the hydrogen bonded interactions of the DNA
environment on the decay rates of photoexcited cytosine and
guanine, respectively. In case of photoexcited cytosine, already
the isolated molecule shows relatively small puckering of the
hopping structures to the ground state, and thus, the
geometrical restrictions exerted by the hydrogen bonds of the
DNA environment do not inhibit the photodeactivation of
cytosine

A significantly different influence of the hydrogen bonded
environment of DNA was observed in the photodynamics of
guanine. While the isolated guanine relaxed to the ground state
with a lifetime of about 0.22 ps, only a negligible amount of
trajectories decayed into the ground state for guanine
embedded in DNA within the simulation time of 0.5 ps,
although the observed ring puckering was large. This fact can
be explained by the restraining conditions of the hydrogen
bonded interactions in this case, which does not allow the
necessary out-of-plane motions of the NH, group of guanine to

reach the conical intersection with the ground state. As was
shown in the dynamics simulations of isolated and embedded
4-aminopyrimidine,®” the intrastrand hydrogen bonds influence
the NH, out-of-plane relaxation path to certain smaller extent.
However, the narrow distribution of the interstrand hydrogen
bonds of guanine largely excludes the above-mentioned
relaxation channel here showing the primary responsibility of
the latter for the drastic excited state lifetime prolongation.

The photodynamics of guanine embedded in DNA
demonstrates that there are also relatively simple mechanisms
available by which the lifetime of a nucleobase in DNA is
significantly enhanced and can be used to explain the lifetimes
of 4—6 ps observed by Crespo-Hernnadez et al.' in their
investigations on the d(GC),-d(GC), duplex. Analysis of the
types of conical intersections occurring for the other
nucleobases leads to the expectation that they should not be
influenced by surrounding DNA environment to the same
extent as guanine. In the case of adenine, this prediction is
based on the fact that the mechanism of CH out-of-plane
distortion found in the ab initio dynamics is mainly responsible
for the decay. However, any fraction of decay pathways via out-
of-plane motion of the amino group will show similar
retardation in the decay lifetime as has been found for guanine.
The complexity of the photodynamics of thymine and uracil—
similar to the one of cytosine'>—makes predictions difficult but
gives also rise to expectations that the variability of the
structures observed at the hopping events of the isolated
species will lead to rather small effects of hydrogen bonded
restraints on the dynamics in DNA.
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